
QUANTIFICAT ION A ~ D  UTILIZATION OF s UBJE CT IVE LY 

DETERMINED DATA IN THE CONSTRUCTION O F  

. MATHEMATICAL MODELS 

/ 
I 

A T h e s i s  

BY 

GRADY LEEbHAYNES 
' I  

- i  
I 

I 

. ,  Microfiche (MF) 
- r  

I 
ff 653 July 65 

I 
, . . .  

Submitted to the Graduate College of the 
Texas A&M University in 

partial fulfillment of th? requirements for the degree of 
i 

, ..- 
MASTER OF SCIENCE 

August 1966 



I 
w 

QUANTIFICATION AND UTILIZATION O F  SUBJECTIVELY 

DETERMINED DATA IN THE CONSTRUCTION O F  

MATHEMATICAL MODELS 

A Thesis 

BY 

GRADY LEE HAYNES 

I 

0 

Submitted to the Graduate College of the 
Texas A&M University in 

par t ia l  fulfillment of the requirements for  the degree of 

MASTER O F  SCIENCE 

August 1966 

Major Subject: Computer Science 



QUANTIFICATION AND UTILIZATION O F  SUBJECTIVELY 

DETERMINED DATA IN THE CONSTRUCTION O F  

MATHEMATICAL MODELS 

A Thesis 

BY 

GRADY LEE HAYNES 

Approved as to style and content by: 

(Chairman of Committee) 

(Head of Department) 

(Member) 

(Member)  

(Member) 

(Member) 

(Member) 

August, 1966 



I 

ACKNOWLEDGMENT 

The author wishes to express his gratitude to Dr.  Glen D. 

Self for  h i s  assistance in this research  and to Dr,  A. W. Wortham 

for  his constructive c r i t i c i sm of this thesis.  

extended to Mr. William P. Cooke for  his generous help and support. 

Special thanks a r e  

... 
111 



TABLE O F  CONTENTS 

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . .  

CHAPTER 

I1 . 

I . THE STATE OF THE ART . . . . . . . . .  
Introduction . . . . . . . . . . . . . .  
Justification of the Use of Expertise . . .  
Previous Uses of Expertise in  Fore-  

casting . . . . . . . . . . . . . . .  
The DELPHI Method . . . . . . . . .  
PATTERN . . . . . . . . . . . . . .  

Improvement of Existing Methods . . . . .  

APPENDICES 

A NEW METHOD . . . . . . . . . . . . .  
Introduction . . . . . . . . . . . . . .  
Collection of Data . . . . . . . . . . . .  
Analysis of Data and Decision . . . . . .  
Conclusion . . . . . . . . . . . . . . .  

I . UTILIZATION OF THE COMPUTER 
PROGRAM . . . . . . . . . . . . . . .  
Introduction . . . . . . . . . . . . . .  
Input Formats  . . . . . . . . . . . . .  

Type I Data . Selection Set Input 

Type III Data . Sensitivity Analysis . . .  
output . . . . . . . . . . . . . . . . .  

. . . .  
Type I1 Data . Votes, Reliability 

Estimates.  and Confidence Est imates  . 

I1 . PROGRAM FUNCTIONS AND LISTINGS . . .  
Main Program . . . . . . . . . . . . .  
Subroutine CUBIC . . . . . . . . . . .  
Subroutine MULTI . . . . . . . . . . .  
Subroutine TERM . . . . . . . . . . .  
Subroutine INCREM . . . . . . . . . . .  

Page 

iii 

1 
1 
2 

8 
8 
9 

13 
20 

22 
22 
2 3  
23 

25 
25 
27 

29 
29 
37 
39 
44 
46 

iv 



Page 
. . . . . . . . . . . . .  Subroutine SUM 48 

Subroutine N10R2 50 
Subroutine FACTOR . . . . . . . . . . .  52 

. . . . . . . . . . . .  

111. A SAMPLE PROBLEM . . . . . . . . . . .  54 

REFERENCES . . . . . . . . . . . . . . . . . . . .  85 

V 



1 

C H A P T E R  I 

THE STATE OF THE ART 

Introduction 

The building of models designed to assist in the description of 

lruture events has often encountered a very ser ious limitation. 

due to the methods generally used in developing the mathematical  

fo rms  included within the model s t ructure .  

model development has  been based upon a f o r m  of fitting some type of 

mathematical  function to existing data. 

selected data points to  check the mathematical  function's capability of 

describing the process  that was being modeled. 

e r r o r  o r  the variance of the est imators  could then often be obtained 

f r o m  the existing data in an unbiased manner.  

by statist icians and other scientists that the relationships derived by 

this  method a r e  generally only applicable over the range of the vari-  

ab les  that were used in the derivation of the relationship. 

This is 

In the general  case ,  the 

The method -would then use 

Es t imates  of the 

It has been recognized 

There a r e  two major  faults which a r e  inherent in this method 

of mathematical  model development. F i r s t ,  in some a r e a s ,  such as 

spacecraf t  and launch vehicle development, there  is very little his- 

to r ica l  data on which to base a predictor.  And second, in planning 

fo r  effor ts  of a developmental nature there  i s  generally a necessity 

f o r  a n  extrapoiation beyorid the i=afige sf present  h i s t ~ r i ~ a ?  data. In 
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some cases ,  where either of these two faults 

statist ical  techniques have not been followed, 

has been present,  rigid 

causing these approach- 

e s  to the development of models to be less than credible. Therefore,  

it is  reasonable to explore a new approach which differs significantly 

f rom past efforts, and which can be used to obtain information perti- 

nent to the rAsdc!s that are being applied lo management and. pianning 

decisions for  futuristic processes.  

Justification of the Use of Expertise 

A quick analysis of past modeling techniques reveals that the 

problems and faults of these techniques a r i s e  mainly f rom attempts 

to predict future occurrences with information which is a t  best cur- 

rent  and thus of unknown validity when applied to prediction of future 

events. 

available data on future events: the opinions of experts.  

With this fact  i n  mind, a model was developed using the only 

The lack of applications-oriented research  in forecasting 

based upon subjective data may be due in par t  to the reluctance of 

some scientists to associate themselves with procedures involving 

both the dependence upon intuition and the lack of predictability of 

subjective methods. 

areas,  have recognized the fact that the final t es t  of any procedure, 

whether based upon fact  o r  opinion, is the validity of the results pro- 

duced by thz proced-cii-e. 

Others,  notably those in  the operations research  

FroiIi the history of scientiiic endeavor, it 
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can be seen that precision and formali ty  of procedure a r e  not essent ia l  

to and not a guarantee of precise resul ts .  

Subjective data is one of the most  common forms of data used 

for  the decisions of everyday life. These decisions,  which determine 

most  of the events in one's life, a r e  of relative unimportance when 

compared to the major  decisions that drast icai iy  a i te r  life. 

decisions the average person likely turns  to the advice of an  expert .  

Medical, educational, and religious experts  a r e  only three of the many 

types of experts  which offer their se rv ices  and opinions. It is not at 

all unusual for  a person to consult severa l  experts  on the same ques- 

tion, using the opinions of all  (often weighted relative to their  ex- 

perience bases)  to help him reach a decision. 

unreasonably applied to the a rea  of future event prediction. 

l imited predictions can be made based upon the record  of past  statis-  

t ics  in analogous instances,  it makes sense to re ly  on the forecas ts  of 

professional experts  in the field. 

supplement the various explicit elements of the question by appropriate 

u se  of their  capacit ies for  an  intuitive appraisal  of the intangible 

factors .  

F o r  these 

This same logic is not 

While 

They have exhibited the ability to 

The building of models based upon expert  opinion is not entirely 

a new concept. To date there  have been two major  undertakings in  
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this a r e a ,  namely the Rand Corporation's DELPHI method and the 

PATTERN method of the Honeywell Corporation, both of which were 

conducted with the cooperation of the Department of Defense of the 

United States Government. 

The DELPHI Method. The DELPHI method derives its name - 
f rom "Project  DELPHI", which began in the ear ly  1950's a t  the Rand 

Corporation. 

sensus of a group of experts [11. 

s e r i e s  of intensive questionnaires interspersed with controlled opinion 

feedback [ 2 1 .  

individual experts ,  ei ther by interview o r  questionnaire, and avoids 

d i rec t  confrontation of the experts with one another. 

Its objective is the obtaining of the most  reliable con- 

* 
It attempts to achieve this by a 

The technique involves the repeated questioning of the 

The questions, which a re  all associated with some central  

problem, a r e  designed to  yield the following iniormation: 

reasoning that went into the reply of the respondent to the pr imary  

question, (2) the factors  he considers relevant to the problem, ( 3 )  his 

own estimate of these fac tors ,  and (4) the kind of data that he feels 

would enable him to a r r ive  a t  a better appraisal  of these factors and, 

thereby, at a more  confident answer to the pr imary  question. 

information fed to the experts between rounds of questioning is  gen- 

(1) the 

The 

e ra l ly  of two kinds, e i ther  available data 

.I. 'P 

Bracketed numbers refer  to references 

previously requested by one 

l isted on page 85. 
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o r  more  of the experts,  o r  factors and considerations suggested as 

potentially relevant by one o r  another of the respondents. With re- 

spect to the latter type of information, an attempt is made to conceal 

the actual opinion of other respondents and merely to present  the 

factor  for  consideration without introducing unnecessary bias [31. 

This method of controlled interaction among the respondents 

represents  a deliberate attempt to avoid the disadvantages associated 

with more  conventional uses  of experts ,  such as round-table discus- 

sions o r  other forms  of confrontation with opposing views. 

od employed appears to be more conducive to independent thought on 

the par t  of the experts and to aid them in the gradual formation of a 

considered opinion. The proponents of DELPHI believed that direct  

confrontation often induces the hasty expression of preconceived 

notions, an  inclinatior, to close one's rnisd to novel ideas,  a tendency 

to defend a stand once taken, or a predisposition to  be swayed by per- 

suasively stated opinions of others. 

The meth- 

The DELPHI method was first  applied to an  attempt to predict 

the capacity of the United States to withstand a nuclear attack. 

initial tes t ,  convergence of the opinions of the experts was attained, 

and the process  was considered a success .  

experiments using the method have usually attained the desired con- 

vergence of opinion, but the convergence has been shown not always to 

be in the direction of the t rue answer 141. 

In this 

Since that t ime, other 
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PATTERN. The approach used by the Honeywell Corporation 

in their  PATTERN (Planning Assistance Through Technical Evalua- 

tion of Relevance Numbers) method is quite different f rom that of the 

DELPHI method. Direct contact among the judges is allowed, even 

encouraged, and the voting is done in  the fo rm of a round-table dis- 

cussion. Tne developers of the method believe this contributes heavily 

to a convergence of opinion. 

PATTERN was developed with the goal in  mind of providing a 

method for  ranking future projects according to their  importance in 

cer ta in  specified a reas .  

ranking to a number of proposed programs,  the opinions a r e  analyzed, 

and the most  important of the programs,  in the opinion of the experts ,  

is hopefully identified. After  each round of questioning, the resul ts  

of the round a r e  made known to the judges, and discussions of the 

resul ts  a r e  encouraged. It is felt that in this manner those judges 

which hold relatively extreme opinions may be confronted with new 

evidence that might persuade them to change their  votes. 

The experts a r e  asked to give a relative 

The PATTERN procedure has been used several  t imes in 

ranking the importance of future space programs,  and its u s e r s  have 

reported that very good results have been obtained, Problems which 

have a r i s en  thus far have been few, but among them is the influence 

of domineering personalities in forcing convergence [ 51. 

DELPHI method recognizes and attempts to remedy this situation. 

The 
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Improvement of Existing Methods 

The previously discussed methods represent  two of the possi- 

ble approaches to the solution of the problems of prediction of future 

events. 

inherent in extrapolation beyond the range of the data is desirable,  

since the a r e a  beyond this range is generally the a r e a  of interest .  

However, a new method which attempts to reduce the e r r o r s  
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C H A P T E R  I1 

A NEW METHOD 

Introduction 

The method to be presented in  this paper resembles  past  ef- 

fo r t s  mainly in that i t  uses  subjectively determined data as a basis 

for  decisions. Of the two major attempts a t  using this form of data, 

namely DELPHI and PATTERN, the method more closely resembles  

the former ,  borrowing f rom i t  the technique of non-confrontation of 

the judges. Whereas the DELPHI method used repeated rounds of 

questioning to force convergence of the judges' opinions, no attempt 

is made in  this method to persuade a judge to a l te r  his original opin- 

ion, and the final results produced by the method come f rom a weighted 

combination of these original opinions. 

comes f rom the fact  that, while not attempting to rank, the judges 

a r e  asked to choose one answer f rom a group of possible answers  as 

being the best, o r  in a sense,  the most  important answer to a speci- 

f ied question. Variance estimates a r e  made, allowing the calculation 

of confidence bands around the est imates .  

DELPHI method, where the statist ical  analysis stops af ter  calculation 

of the mode, median, and interquartile range of the numbers associated 

with the respondents'  opinions. 

Resemblance to PATTERN 

This differs f rom the 

The experiment to be discussed is one in  which the new model 
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was utilized in an  attempt to predict cost-time functions for the various 

cost categories involved in  future space programs.  

expertise was the Manned Spacecraft Center a t  Houston, Texas. 

The source of 

Collection of Data 

The first phase oi this method involves the collection of data. 

As  has  been previously pointed out, data consists of the opinions of 

severa l  experts as to the best  answer for some specified question, the 

question in this case being that of choosing a curve 3 s  the one best 

representative of the cost-time function for  the cost  category under 

conside ration. 

The r e sea rche r s  a t  both the Honeywell Corporation and the 

Rand Corporation have noted that the accuracy of the resul ts  produced 

by their  methods, P,4TTER?? and DELPHI respectively, a r e  a fcnction 

of the experience bases of the experts who participate in  the experi- 

ment. F o r  this reason they have strongly suggested that great  care  

be taken in the choosing of a panel of experts.  

There a r e  severa l  c r i te r ia  for  the selection of experts.  The 

first and most obvious of these is a knowledge of the subject under 

consideration. 

body of experience at his disposal a r e  expected to insure that he will 

be able to select  the needed i tems of his background information, 

determine the character  and extent of their  relevance, and appiy these 

An expert  is utilized because his  information and the 

~ 
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insights to the formulation of the required personal probability judg- 

ments.  

An exper t ' s  knowledge is  not enough; he must be able to put 

his knowledge to effective use on the predictive problem in hand, and 

not every  expert  is able to do this. It becomes necessary  to place 

same  check upon the eiiecls of his predictive powers and to take a 

cr i t ical  look at his past  record of predictive performance [ 6 1 . 

The simplest  way in which to score  an exper t ' s  performance 

is in t e r m s  of "reliability;" his degree of reliability is the relative 

frequency of ca ses  in which, when confronted with severa l  alternative 

hypotheses, he attaches to the eventually co r rec t  alternative among 

them a grea te r  probability than to the others .  In cases  where some 

type of record  of this performance is kept, his reliability is easi ly  

a s ses sed ;  in other cases:  the reliability may be a subjective quantity 

[71. 

Another way to secure  a rating of the performance is to a s k  

the expert  himself for  a self-evaluation of his abilities. 

pa r t  of the original DELPHI method, and the r e sea rche r s  associated 

with that project  reported that the self- appraised competence ratings 

great ly  improved the accuracy of the resu l t s  derived [ 8  1 . 

This was a 

Both of these procedures for  weighting of the opinions of the 

responding judges have been incorporated in the method under dis- 

cussiuri. m, i n i s  is an  attempt to make the method as unbiased as 
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possible with only one round of questioning. 

Since the objective of the application of the method was the 

prediction of the functional forms  of percent cost /percent  time re-  

lationships in  future space programs, the questionnaire submitted to 

the judges consisted of a group of graphical representations of various 

fuxxtioiis (see pages 20- I J , ) ,  and the judges were asked to choose one 

of these functions as best  representing his idea of the percent cos t /  

percent t ime relationship in a specified cost category. One of the 

first problems encountered was the preparation of a se t  of curves 

which could suffice as a selection se t ,  a se t  which would contain 

enough curves that every judge could find his conception of the func- 

tions, but not so many curves that a problem of distinguishability 

would a r i s e .  

r n  - 3  

The curves in  the selection set  in this application were,  to be 

meaningful, monotonically increasing functions within the region 

0 < percent cost  < 1, 0 < percent t ime < 1. To acquire a selection 

s e t ,  a questionnaire, consisting of a blank grid,  was sent to each of 

the judges who was to participate in  the main round of questioning, 

with the request that he sketch his own idea of the function. 

- - - - 

F r o m  the number of responses and the close similari t ies 

among some of them, it was obvious that all could not be used in the 

selection se t  f o r  the main round of questioning. Thus, an  attempt 

-_-- w a s  iiiade io devise a procedure for  estabiishing the degree of 
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distinguishability between two continuous functions. 

Original plans called f o r  a chi-square tes t  to determine differ- 

ences between the functions. A s  is  well known, visually different 

functions (The t e r m  "visually different" as used in  this paper will 

mean  that an expert ,  when given a curve for  evaluation, can say  with 

assurance  that t h i s  c ~ r - ~ - - e  differs froiii a i e  L u r v e  vr a specified set  of 

curves  which he has  a l ready seen.) can usually be made to tes t  equal 

by picking a low number of points f rom the functions, while two visual- 

ly  similar functions can be made to tes t  unequal by picking a large 

number of points. Several  other tes t s  and procedures  were t r ied,  in- 

cluding correlat ion tes t s ,  l inear regress ion  tes ts ,  and tes t s  involving 

the coefficients of polynomials fitted to the points of the functions. 

Resul ts  were the same in each case ,  with the only curves testing 

different being those almost  completely opposite in fo rm f rom one 

another.  There  were no clearly defined points for  division into 

groups.  The curves finally used for  the main round of questioning 

were  those depicted by the experts in the prel iminary round which 

were  visually different,  along with some others added to give as com- 

plete  a se t  of distinguishable curves a s  possible in the interval allowed. 

This final se t  was then submitted to the experts  for  their  

evaluation. Detailed instructions were included, which explained 

exactly what was des i red  of the judges, and which t r ied to convey the 

c ~ n c e p t  of the self- appi-aised c;oiifideiice eStiLIiates. Ii lids been found 
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that the degree of understanding by the judges of the procedure in- 

volved and of the information desired of them has a great  effect on the 

degree of accord of their  opinions. 

While there  is no attempt to force convergence of opinion (as 

in the DELPHI method) by trying to influence the votes of those judges 

with extreme opinions, it is  felt that the comparison of his opinion 

with the opinions expressed by the other experts  in the prel iminary 

round will possibly ei ther  solidify his opinion a s  truly being the one 

he represented in the preliminary round, o r  will cause re-evaluation 

and a different vote with a higher personal confidence est imate .  

the same t ime,  by conducting the prel iminary round, each judge is 

a s s u r e d  of seeing his opinion in the selection set  of the main ques- 

t ionnaire,  thus minimizing the e r r o r  incurred when a judge must  vote 

fo r  a function which is not exactly the best  in his opinion, simply be- 

cause his opinion is not represented. 

At 

Analysis of Data and Decision 

With receipt of the judges' responses ,  the period of analysis 

and decision begins. 

any other method yet developed. 

It is in this a r e a  that the method is quite unlike 

There is  a hazard associated with the use of averages of ex- 

If only one question- p e r t  opinion without some t r y  f o r  consistency. 

na i r e  is submitted to a large number of experts  and the resu l t s  a r e  
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then averaged, there is a very good chance that any significance that 

might be present will be averaged out because of the problem of mis- 

understanding o r  semantics. The sensitivity of near-average values 

will be lost  due to the variance associated with the est imates ,  which 

is increased when one o r  more rather  extreme opinions a r e  expressed. 

This particular problem can be alleviated to some extent by the use of 

some common method for  deletion of extreme values. 

this  will introduce some biases,  but past experience in this a r e a  shows 

it to be acceptable to the experts involved. 

cer ta in  personal biases which may be introduced as specific points 

within the data collection. F o r  example, in  using non- confrontation 

schemes for  collection of the data, there is s t i l l  some "cancelling out" 

of the known positions of other persons on the expert  panel. 

ly this could be taken into account if  it were known to exist .  

supports the elimination of extreme opinions, and f rom a sensitivity 

standpoint is clearly superior  to the averaging of large groups. 

Admittedly 

In addition, it eliminates 

Obvious- 

This 

To minimize the dangers inherent in simple averaging of the 

votes of the judges, a tes t  has  been incorporated in the new method 

that prevents any averaging unless the distribution of the votes is 

highly non- random. The probability associated with any specific 

pat tern of votes can be calculated by evaluation of the multinomial 

distribution, when i t  is assumed that any member of the selection se t  

is equally likely to be chosen by any judge. 



15 

i -  

The multinomial distribution [ 9  1 is associated with repeated 

trials of an  event which can have more  than two outcomes. In the 

general case ,  suppose that the event is repeated n t imes,  and le t  the - 
probabilities of the - k possible outcomes be p P2’ - * 9 Pk. Let 

x occurs ,  be the number of t imes the outcome associated with p 
1 1 

xz the nunitei- 01 iliiies the oiitconie associated with p 

Then the density function for the random variables x x . . . , x 

is given by 

OCCCTS, etc .  2 

1’ 2’ k- 1 

F o r  the specific case a t  hand, le t  n be the number of experts voting, - 

let k be the number of functions in the selection se t ,  and le t  p =p = 

- 
* * -’k 

1 2  - 

= l/k be the probability that any specific function will be 

chosen when an expert  cas t s  his vote. Hence the above equation re- 

duces in  this case  to 

F r o m  the requirements expressed in  the formulation, namely that all 

the p . ‘ s  be equal, i t  can be seen that complete independence of the 
1 

exper t s ’  votes is essentiai. 
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Of interest  to this procedure is the probability that at most  

m of the functions will receive a vote, where m is the number of - - 
functions which do receive at least  one vote. If this probability is 

extremely low ( less  than o r  equal to . 05), it can be concluded that the 

distribution of the votes of the experts is non-random. 

When the votes have been counted d.rld recorded,  this prob- 

ability can be computed and the decision made to proceed in one of 

three directions. These directions a r e  as follows. 

If the probability is very low, a new function can be created 

which is a combination of the functions which received votes. This 
l -  

combination is a weighted average of the functions, with the product 

of the self-appraised confidence est imates  and the reliability esti-  

mates  being weights (wi), and is given by 

where y denotes the subjective estimate of Judge (i) of the value of e i  

the quantity under consideration. It should be pointed out that, in 

this  application, the functions were combined by a weighted average 

of the ordinate values a t  each of eleven equally spaced absc issa  

points of the percent cost /percent  time curves.  The nature of the 
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polynomial of degree three  was fitted by a least  squares  approxima- 

tion through the eleven computed ordinate values to produce the 

des i red  function, since such a polynomial was found to be most  com- 

patible with the nature of the final function. 

If the computed probability is relative high (. 30 o r  greater) ,  

it can only be concluded that the judges a re  in silch a state of disagree-  

ment on the f o r m  of the function that any combination of their  votes 

would fall prey to the dangers of averaging of large groups discussed 

previously, namely loss  of significance due to a few extreme votes. 

This lack of accord  may be due to differences in the experience bases  

of the experts ,  and if another attempt is made to predict  this particu- 

lar event by this method, the panel of experts  should be chosen more 

carefully with regard  to their  backgrounds in the field. 

If the probability is low but not low enough to be declared com- 

pletely non-random (in this case in the range . 0 6  to . 29) ,  logic dic- 

ta tes  that some procedure be employed to eliminate extreme votes 

and reduce the number of functions which receive votes, thus reducing 

the probability of occurrence.  

minimum of statist ical  involvement, it was decided that the votes for 

the function receiving the least  number of votes should be eliminated. 

In case  of a t ie ,  the function (or functions) receiving both the leas t  

number of votes and the lowest weighting (sum of products of self- 

appra ised  confidence estimates and reliability e s t l i l i a t C S  fo r  the 

To accomplish this purpose with a 
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part icular  function) should be disregarded in  fur ther  analysis.  After 

this reduction in votes has  taken place,  the number of votes remaining 

should be compared to the original number of votes,  and i f  this ra t io  

becomes excessively low (this application used . 70), the same general  

conclusions of differences in experience bases  can be justified. If 

the ratio is stiii high, a new probability of occurrence can be calcu- 

lated,  again with the three  possible outcomes. This procedure is 

repeated until the probability of occurrence falls to the acceptable 

range, o r  until the number of votes thrown out becomes excessive.  

In the case  where the probability does reach the acceptable 

range and the weighted means have been calculated for  each of the 

eleven points, a variance estimate can be computed, given by 

2 n 

where 

W Y e )  = n- 1 

- 
Assuming normalitjr of y about the t rue mean, approximate ninety 

e 

percent  confidence bands may be formed,  given by 

where is the t rue  mean. In this application, a polynomial was 
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again fitted by least  squares  approximation, using the upper and 

lower confidence l imits ,  to form continuous confidence bands. 

Should either of the latter two outcomes of the probability tes t  

occur,  namely probability of occurrence too high o r  too many votes 

eliminated, one possible course of action would be to re ly  on the 

DELPHI method of feedback to attain convergence. 

In an  experiment conducted at the Rand Corporation by Brown 

and Helmer,  an  attempt was made to  improve upon the DELPHI 

method by revealing to each judge a t  the s t a r t  of each round such in- 

formation as the mode, median, and interquartile range of the sub- 

jestive values submitted by the judges in the last round. 

opinion did not fall within the interquartile range, he was asked to 

s ta te  specifically his reasons for the deviation. His reasons were  

then anonymously made known to the other experts ir, the next round. 

If any judge's 

Several  important results were cited by Brown and Helmer 

f r o m  this experiment: 

1) Convergence occurred, in most  cases ,  quite rapidly, with 

the interquarti le range of the fourth round of questioning averaging 

only one-half that of the first round; 

2) While convergence was quite noticeable, the opinions of 

the experts did not, i n  all cases ,  converge to the t rue answer;  

3) In most  cases  results f rom data which were weighted with 

confidence est imates  of the judges converged to a value much closer  
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to the true answer than the results of non-weighted data [ 11 1 . 

A s  in the Brown and Helmer experiment,  an analysis which 

ends for  either of the reasons given could be followed up with a second 

questionnaire, giving the median, mode, and interquartile range of 

the resul ts  of the main round of questioning, and asking for possible 

r e -  evaluation with these f igures  in rriind. 

An alternate procedure, in the event analysis cannot continue, 

would be to re-submit  the selection se t  to those judges whose votes 

were eliminated o r  whose votes were not "in the ball park" before 

elimination occurred. 

vote to one of the functions which had received a sufficient number of 

votes to have remained under consideration a t  the time the number of 

votes deleted became excessive. In this case,  realization of the fact 

that  these judges a r e  not actually voting for their  t rue choice suggests 

that each of the confidence estimates of the judges in this group be 

automatically se t  to a minimum. 

function and i t s  variance of a judge's vote in this group will be a mini- 

mum. 

They would be requested to r e s t r i c t  their  

In this way, the effect on the final 

Conclusion 

A computer program has been written in the FORTRAN IV 

language to facilitate automatic analysis of the data. 

a ~ d y s i s  zznr;ot be coiiipleieri h r  eiiher of the reasons given as the 

In the event the 
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la t ter  two outcomes of the probability tes t ,  the information is pro- 

duced a s  output which is necessary to pursue ei ther  the Brown- 

Helmer approach o r  the approach of re- submission of the selection 

se t  for re-evaluation by the holders of extreme opinions. 

vided in the computer program is a means of testing the sensitivity 

zf the resul ts  obtained by cliangirig the v o t e ,  confidence est imate ,  

reliabil i ty es t imate ,  o r  any combination of the three,  for  any judge 

or  judges. 

Appendix I. 

Also pro- 

The input and utilization of the program a r e  discussed in 

There  a r e  admittedly some limitations on the use of this 

method. 

with a situation in which the data is not quantifiable, and thus not 

ave rageable. 

Foremost  among these is the inability of the method to cope 

While not completely consistent with regard to c lassical  

statist ical  theory,  it i s  felt that this method utilizes enough statist ics 

to produce reliable resul ts .  At the same time it retains enough s im- 

plicity of procedure to make it appealing to the statist ical  novice for  

whom it was intended, and by whom it was created.  
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A P P E N D I X  I 

UTILIZATION OF THE COMPUTER PROGRAM 

Introduction 

The main program for  any given application of this method 

s h n l ~ r  be- __-_ w X 1  differ f rom that of any sthcr different application, r~ 

cause of the wide range of uses for  the method. However, the sub- 

programs which calculate the multinomial probabilities will remain 

the same for  any application. 

Basically, there  a r e  three types of data input to the main 

These are: program provided for  this application of the method. 

the curve se t  o r  selection set ,  which was the subject of 1)  

the voting by the experts ,  

2) the votes, reliability es t imates ,  and the confidence esti-  

mates  for  each of the judges, and 

3) changes in  the vote, reliability es t imate ,  o r  confidence 

est imate  of any number of judges, to provide a means for  a sensitivity 

analysis .  

The selection se t  is input as the ordinate values of the ten 

absc issa  points 0. 1, 0. 2, . , . , 1. 0.  F r o m  the definition of the prob- 

l em,  namely the prediction of percent cost /percent  time curves for  

future space projects,  it is obvious that the ordinate value of the 

abscissa Foi-iit 0. n w _____I 1,lUPt also be 0 .  0 (no ;I.,cney can be  spellt hefC?re 
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I .  

the s ta r t  of the project) ,  and the program automatically se t s  this 

ordinate value to 0. 0. 

The vote of each judge is input as a number which corresponds 

The reliabil i ty es t imate  of each to the function of that judge's choice. 

judge and a l so  his confidence estimate a r e  input as fractions with two 

decimal digits, such as 0. 75. 

The sensitivity analysis is accomplished by supplying input 

information on the change to be made, the number of the judge affected, 

and the new value of the variable to be changed. 

changes a r e  allowed. 

Any number of 

Input For mats  

Type I Data - Selection Set Input. As has  been said,  the se- 

lection se t  i s  input in the fo rm of ten ordinate values with the eleventh 

value automatically se t  to zero.  The ten points of each curve a r e  

input, as floating point numbers,  on two cards ,  five values pe r  card,  

thus requiring 2 k t l  ca rds  for  a selection set  of k curves .  

C a r d  No. Data Card Cols. 

1 The le tt e r s ' ' CURVES' ' 1- 6 

- 

k, the number of curves  in the selec- - 
tion se t ,  an integer value right justified 8- 9 

2 Ordinate value of absc issa  point 0. 1 of 
the first curve in the selection se t  7- 12 
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Ordinate value of absc issa  point 0. 2 of the 
first curve in  the selection se t  

Ordinate value of absc issa  point 0. 3 of 
the first curve in the selection se t  

Ordinate value of absc issa  point 0 . 4  of 
the first curve in the selection se t  

Ordinate value of absc issa  point 0. 5 of 
t h e  i i r s t  curve in the selection set 

3 

. 

4 

Ordinate value of absc issa  point 0. 6 of 
the f i r s t  curve in the selection set  

Ordinate value of absc issa  point 0. 7 of 
the first curve in the selection se t  

Ordinate value of absc issa  point ,O. 8 of 
the first curve in the selection se t  

Ordinate value of absc issa  point 0. 9 of 
the f irst  curve in  the selection set  

Ordinate value of absc issa  point 1 .0  of 
the f i r s t  curve in the selection set  

Ordinate value of absc issa  point 0. 1 of 
the second curve in the selection se t  

Ordinate value of absc issa  point 0. 2 of 
the second curve in the selection se t  

Ordinate value of absc issa  point 0. 1 of 
the kth curve in the selection se t  - 

19- 24 

31-36 

43- 48  

5 5 -  60 

7- 12 

19- 24 

31-36  

43- 48 

55- 60 

7- 12 

19- 24 

7- 12 
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(2k t l )  - 

Ordinate value of abscissa  point 1 . 0  of 
the kth - curve in the selection set  55- 60 

Type I1 Data - Votes, Reliability Estimates, and Confidence 

Est imates .  

ing judge. 

This type of input consists of a c a r d  for  each participat- 

It is important to note that the o rde r  of the judges'votes as 

they a r e  input to the computer correspond to the numbering of the 

judges, ? . g o ,  the ca rd  fo r  Judge (1) f i r s t ,  fo r  Judge (2) second, . . . , 
Judge (n) last. This i s  to insure proper correspondence for  any sen- 

sivity analysis which may be performed. 

Data Card Cols. 

Number of the function in the selection 
se t  which received the vote of this 
judge, a n  integer value, right adjusted 1- 2 

Confidence estimate of this judge, a 
floating point number 11- 20 

Reliability estimate for  this judge, a 
floating point number 21- 30 

Type I11 Data - Sensitivity Analysis. There a r e  three possible 

changes that can be made to test  the sensitivity of the averaged func- 

tion. These a r e  a change in the vote of a judge, a change in  the re -  

liability estimate associated with a judge, and a change in the confi- 

. ,  m, dence estiriiate giveii Ly any juage. i n e r e  is a unique ca rd  which 
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must  be input for  each change. 

Data  

The le t te rs  "CHANGE" 

The le t te rs  "VOTE" to  change the 
vote of a judge 

Number of the judge effected, an  integer 
v a l u e ,  riglit justified 

Number of function to  which this judge's 
vote is to be changed, an integer value, 
right justified 

The le t te rs  "CHANGE" 

The l e t t e r s  "CONFID" to change the self- 
appraised confidence est imate  of a judge 

Number of the judge effected, an  integer 
value, right justified 

New value of the confidence est imate ,  a 
floating point number 

The le t te rs  I '  CHANGE" 

The le t te rs  "RELLAB" if  the reliability 
es t imate  of a judge is to be changed 

Number of the judge effected, an integer 
value, r i g h t  justified 

New value of the reliability es t imate ,  a 
floating point number 

..- 1.- - 

I C  

3) 

Card Cols. 

1- 6 

8- 11 

15- 16 

28- 29 

1- 6 

8- 13 

15- 16 

20- 29 

1- 6 

8- 13 

15- 16 

20- 29 

The initial input to  the program must  be the selection se t ,  the 

Type I input. The last c a r d  of the selection se t  mus t  be followed by 

a blank card .  which in  turn is followed hy t he  first nf the Type TI 
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inputs, the voting of the judges. 

af ter  the last voting card .  Analysis will immediately begin. After 

completion of the analysis,  there is a choice of fur ther  program 

direction. Another selection set may be input, followed by more  

voting cards .  Another s e t  of voting ca rds  to apply to the cur ren t  

szlection s c t  may Sc p o c c s s e d .  A scnsiti-city analysis may be per -  

formed on the cu r ren t  selection se t  and the most  recent set  of votes. 

After the completion of a sensitivity analysis,  these same three  di- 

rections a r e  again available. 

reliabil i ty es t imates ,  and confidence est imates  of all judges a r e  re -  

turned to their  original values, so that consecutive sensitivity 

analyses on the same votes a re  independent. 

A blank card  mus t  a lso be placed 

After any sensitivity analysis,  the votes, 

The only imperative conditions of input a r e  that the inputting 

of a se t  of voting ca rds  always follow the inputting of a new selec- 

tion set ,  and that all of the three types of input always be followed by 

a blank card .  The blank card  signals to the program the termination 

of an input type. 

output 

The output consists of only that information pertinent to the 

problem. 

a r e  shown, and the probability of occurrence of this distribution is 

The votes of the judges, along with any votes thrown out, 

i L i a . u b  n A A v  w i I .  After the analysis, +I.- C I I L  L . V L A A I L . L b A I b O  -r.-"'- 'nn+c af t h e  &-V7eraged - - A -  l-,,.,, 
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function and the confidence bands a r e  shown, along with the functions 

and confidence bands plotted by the off-line pr inter .  
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A P P E N D I X  I1 

PROGRAM FUNCTIONS AND LISTINGS 

Main P r o g r a m  

The purpose of the main program in this application is  to per-  

f o r m  all calculations other than multinomial probability calculations 

and polynomial fitting. The program reads all  of the input data,  de- 

te rmines  if analysis is possible f rom the multinomial probability sub- 

program, and throws out extreme opinions of the judges in an  attempt 

to  lower this probability. If analysis is impossible,  appropriate 

messages  a r e  produced, along with a record  of the analysis up to the 

point of termination. If analysis continues, the mean and standard 

deviation of each of the eleven ordinate values a r e  computed. 

the polynomial fitting subprogram, a cubic with a constant t e r m  of 

z e r o  is fitted to the mean values and to points 1. 645 standard devia- 

t ions on either side of the mean values. 

plotting routine €or the off-line pr inter ,  these cubic equations a r e  

plotted to produce smooth curves.  

is a l so  performed by the main program. 

Through 

Then by means of a curve 

Any sensitivity analysis required 
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1 -  

CUBIC is a subroutine which fits a third degree polynomial 

to a se t  of data points by means of a simple least squares  f i t .  

calling sequence is 

The 

CALL CUBIC (A, B, C, D, X,Y, NUMBER, IFLAG) 

where A, By Cy D a r e  coefficients of the fitted 

polynomial such that 

y. =  AX.^ t Bxi2 t Cx. t D 
1 1 1 

X = a r r a y  of abscissa  values 

Y = a r r a y  of ordinate values 

NUMBER = number of X-Y points in fit 

0 if D is to be calculated 

1 if D is to be forced to zero  
IFLAG = 
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Subroutine MULTI 

Subroutine MULTI is the main program for  the calculation of 

multinomial probabilities. To accomplish this ,  it communicates with 

subroutines SUM, NlOR2, TERM, INCREM, and FACTOR. 

The probability of exac t ly9  of the choices in  the selection se t  

not receiving a vote is given by 

t 

where 

t = number of distinct se t s  of x such that g of the x ' s  i - 
a r e  z e r o  

C.  = number of permutations of n x 's  taken n at a time - - J 
(some of the x's can be the same) for  the given se t  

of x., which is given by 
1 

N! r = q  O L m L  k 
r !r  1 . . .  r 1 0 
0 1 '  k '  

= S if  the integer m appears  S t imes  in the jth set  of x 's  

= 0 i f  the integer m does not appear in  the jth se t  of x ' s  

c 

- - 
r 
m 

x = number of votes received by the i th function in the - and i 

selection set. 

Thus,  the probability that we desire ,  namely that g o r  more  of the 

functions will not receive a vote, is given by 
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P = 1 . 0 -  '5' Pi 
i= 0 9 

To accomplish the above calculations, the program builds tables of 

all of the possible ways that n votes can be distributed among k func- 

tions w i t h y  of the functions not receiving a vote. 

- - 

An exaniple of the table built is given below for  t h e  case of 

twelve votes being distributed among ten functions with five of the 

possible functions not receiving a vote. As can be seen, there  a r e  

thirteen possible distributions, thus for this case  t = 13. - 
8 1  1 1 1 0 0 0 0 0  

7 2 1  1 1 0 0 0 0 0  

6 3 1  1 1 0 0 0 0 0  

5 4 1  1 1 0 0 0 0 0  

6 2 2 1  1 0 0 0 0 0  

5 3 2 1  1 0 0 0 0 0  

4 4 2 1  1 0 0 0 0 0  

5 2 2 2 1 0 0 0 0 0  

4 3 2 2 1 0 0 0 0 0  

4 2 2 2 2 0 0 0 0 0  

3 3 2 2 2 0 0 0 0 0  

4 3 3 1  1 0 0 0 0 0  

3 3 3 2 1 0 0 0 0 0  

Table of Possible Eistribuiiuris 
for  n = 12, k = 10, y = 5 - - 
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The calling sequence f o r  subroutine MULTI is  

CALL MULTI (CURVES, EXPERT, PROB, NOVOTE) 

where CURVES is the number of curves  in the selection set  

EXPERT is the number of judges participating 

PROB i s  re turned equal to the probability of occurrence 

for this pattern of votes 

NOVOTE is the number of possible selections which did 

not receive a vote. 

I -  

- 
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Subroutine TERM 

F r o m  the example table of possible vote patterns,  the prob- 

ability of exactly five possible selections not receiving a vote f rom 

twelve judges, who consider a total of ten selections, can be calculated. 

This calculation is performed by the function subprogram TERM. 

program takes each row of the possibility table and performs the cal- 

culation 

The 

1 1 P =  
x1!x2! . . .  x ' k '  r ! r l !  .... r 1 

0 k' 

where r. and x. have the same  meaning 
1 1 

as in  the discussion of sub- 

routine MULTI. TERM uses  double precision ari thmetic because 

the round-off which occurs  in  an operation of the magnitude- * 
1 
15 ! 

The calling sequence for TERM is 

P = TERM (TABLE, IROW, J) 

TABLE i s  the a r r a y  of possible vote patterns 

IROW is the row in TABLE under consideration 

J is the number of elernents in row IROW of TABLE 

where 

of 

1 
15! 
- 
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Subroutine INCREM 

I .  

The table of possible patterns a l ready discussed is built upon 

, and the idea that, f o r  any row in the table, x z l  x3 - > x4 - > . . . - > x 
n 

3! 
x = n -  x. . In the example table given, the row 

1 i = 2  1 

4 5 1  1 1 0 0 0 0 0  

would have been repetitious of the row 

5 4 1  1 1 0 0 0 0 0  

and thus could not be used. Subroutine INCREM decides what combi- 

nation of numbers should be entered in  the next row of the table, and 

makes this information available to the main program. In this case 

the new row was 

6 2 2 1  1 0 0 0 0 0 .  

The calling sequence of subroutine INCREM is 

CALL INCREM (ROW, J) 

ROW is the vector which has been determined to be where 

repetitious of another vector 

J is the number of elements in vector ROW. 
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Subroutine SUM 

The function subprogram SUM performs the operation 

j 
S U M =  1 Z . 

i 
i= 1 

In the calculation of multinomial probabilities, SUM is used to deter-  

mine if  any row in the table of possible vote patterns contains more  

votes than the number of judges participating. 

The calling sequence of SUM is given by 

TOTAL = SUM (Z, J) 

where Z is the row vector whose elements a r e  to be summed, and J 

is the upper limit of the summation. 
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Subroutine N 1 OR2 

The purpose of subroutine N10R2 is to produce a table of 

possible vote patterns when the votes a r e  concentrated on ei ther  one 

o r  two of the possible choices. This subroutine is required because 

of the inability of subroutine INCREM to handle the situation w h e n q  

is one o r  two. 

The calling sequence of subroutine N10R2 is 

CALL N10R2 (TABLE, J ,  IROW, VOTES) 

TABLE is the a r r a y  of possible vote patterns 

J is  the number of selections which received a vote (1 o r  2) 

IROW is returned to the main program equal to the number 

where 

of rows of TABLE filled in by subroutine N10R2 

VOTES is the number of votes cas t  . 
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Subroutine FACTOR 

Subroutine FACTOR is a double precision function subprogram 

which answers  

VALUE = FACTOR(1) 

by setting VALUE equal to  I! 

values of I !  f rom 1=0 to I=15 f rom a table of double precision constants. 

This program does a table lookup of 
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A P P E N D I X  I11 

A SAMPLE PROGRAM 

The following pages a r e  offered as a n  example of the capabili- 

t ies and incapabilities of the program. Shown is a l ist ing of a set  of 

sample data, the functions represented by the ordinate values of the 

selection se t  input, and the results.  After severa l  analyses have 

been performed using this selection set ,  a new selection set  is input 

and followed by fur ther  analyses.  
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